Abstract - These Apriori Algorithm is one of the well-known and most widely used algorithm in the field of data mining. Apriori algorithm is association rule mining algorithm which is used to find frequent itemsets from the transactions in the database. The association rules are then generated from these frequent itemsets. The frequent itemset mining algorithms discover the frequent itemsets from a database. However, running the frequent itemset mining algorithms with every update in the database is inefficient and is the foremost issue for research. This problem is often referred as the dynamic update problem of frequent itemsets. One of the approach is to dynamically mine the frequent itemsets. In this paper, dynamic frequent itemset mining algorithm, which is called Matrix Apriori, is reviewed.
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I. INTRODUCTION

Data mining is used to discover patterns and relationships in data with emphasis on large databases. The purpose of data mining is to extract desired knowledge from the large database and using it to make useful decisions. Association rule mining is finding the frequent patterns, associations or correlations among the set of items or elements in the databases [2].

Apriori is a classic algorithm for learning association rules. Apriori is designed to operate on databases containing transactions (for example, collections of items bought by customers, or details of a website frequenceation). The algorithm is used to find frequent itemsets from transactions in databases and then for finding association rules from frequent itemsets [6].

Databases are updated continuously; when new transactions arrive to the database or some transactions are needed to be deleted from the database, the frequent itemset mining algorithms should be re-run in order to find up-to-date frequent itemsets. Since re-running the algorithms is time consuming, a dynamic frequent itemset mining algorithm, which is based on Matrix Apriori Algorithm, is proposed.

Apriori algorithm represents the candidate generation approach. It generates candidate (k+1) itemsets based on frequent k-itemsets. Apriori is a Breadth First Search Algorithm (BFS) [1].

Association rule generation is usually split up into two separate steps:
1. First, minimum support is applied to find all frequent itemsets in a database.
2. Second, these frequent itemsets and the minimum confidence are used to form the association rules.

APRIORI ALGORITHM

The Apriori Algorithm is one of the best-known association rule mining algorithms. It uses prior knowledge of frequent itemset properties and runs an iterative approach called level-wise search. That is, k itemsets are used to explore (k+1) itemsets (they are called candidate itemsets before testing them against the database) by eliminating the candidates that do not satisfy the minimum support. This process terminates when no frequent or candidate set can be generated. The efficiency of the level-wise generation of frequent itemsets is improved by the Apriori Property: “All nonempty subsets of a frequent itemset must be frequent” [4]. By means of this property, many unnecessary candidate generation and support counting are eliminated. This algorithm needs to scan the database with each iteration [2].
II. BASIC CONCEPTS

A. Association Rule Mining
Given a set of transactions T, find rules that will predict the occurrence of an item based on the occurrences of other items in the transaction. The goal of association rule mining is to find all rules having

- \[ \text{Support} \geq \text{minimum support threshold} \]
- \[ \text{Confidence} \geq \text{minimum confidence threshold} \]

B. Itemset
- A collection of one or more items
- Example: \{mouse, keyboard, mobile\}
- \(k\)-itemset - An itemset that contains \(k\) items [4]

\[
\begin{array}{|c|c|}
\hline
\text{TID} & \text{ITEMS} \\
\hline
1 & \text{Mouse, Keyboard} \\
2 & \text{Mouse, mobile, headset, charger} \\
3 & \text{Keyboard, mobile, headset, speakers} \\
4 & \text{Mouse, keyboard, mobile, headset} \\
5 & \text{Mouse, keyboard, mobile, speakers} \\
\hline
\end{array}
\]

\checkmark \text{Support} \geq \text{minimum support threshold}
\checkmark \text{Confidence} \geq \text{minimum confidence threshold}

C. Support Count (\(\sigma\))
- Frequency of occurrence of an itemset in transactions
- E.g. \(\sigma(\{\text{mouse, keyboard, mobile}\}) = 2\)

D. Support
- Fraction of transactions that contain an itemset
- E.g. \(s(\{\text{mouse, keyboard, mobile}\}) = 2/5\)

E. Frequent Itemset
An itemset whose support is greater than or equal to a minimum support threshold [4]

F. Association Rule
The association rules \(X \rightarrow Y\) with a minimum support and confidence, is the ratio of support of \(X \cup Y\) to support of \(X\)

III. APRIORI ALGORITHM
It is a two-step approach:
1. Frequent Itemset Generation
   - Generate all itemsets whose support \(\geq\) minimum support
2. Rule Generation
   - Generate high confidence rules from each frequent itemset, where each rule is a binary partitioning of a frequent itemset.

HOW APRIORI WORKS:
Find all frequent itemsets:

- Get frequent items:
  - Items whose occurrence in database is greater than or equal to the minimum support threshold.
- Get frequent itemsets:
  - Generate candidates from frequent items.
  - Eliminate the candidates that don’t satisfy minimum support to find the frequent itemsets.
- Generate strong association rules from frequent itemsets:
  - Rules which satisfy the minimum support and minimum confidence threshold.

The algorithm scans the database for each transaction and for each item in the each transaction; all the items are considered as candidates for the first iteration and the frequent-1 candidates are generated with their support count. Then the items or candidates which satisfy the minimum support count are then added to frequent-1 itemset list and rests of the items are eliminated.

For second iteration, frequent-2 candidates are generated by making the join of frequent-1 itemsets with itself. Again these frequent-2 candidates are checked against their support count and the items which satisfy the minimum support count are added to frequent-2 itemset list and rests of the items are eliminated. In this way each iteration wise the frequent-n itemsets are generated. When there are no more frequent itemsets available in the database then the algorithm terminated.

Example:
A database has five transactions. Let the minimum support = 50% and minimum confidence = 80%.

Step 1: Find all Frequent Itemsets

Solution:
Step 2: Generate strong association rules from the frequent itemsets

<table>
<thead>
<tr>
<th>Rules</th>
<th>Support (X Y)</th>
<th>Support(X)</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>[A] -&gt; [C]</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>[B] -&gt; [C]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[B] -&gt; [E]</td>
<td>3</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>[C] -&gt; [E]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[B] -&gt; [C E]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[C] -&gt; [B E]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[C] -&gt; [B C]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[C] -&gt; [A]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[C] -&gt; [B]</td>
<td>2</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>[E] -&gt; [B]</td>
<td>3</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>[E] -&gt; [C]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[C E] -&gt; [B]</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>[B E] -&gt; [C]</td>
<td>2</td>
<td>3</td>
<td>66.66666667</td>
</tr>
<tr>
<td>[B C] -&gt; [E]</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
</tbody>
</table>

The association rules whose confidence is 100 % are then added to final association rules.

IV. MATRIX APRIORI ALGORITHM

The Matrix Apriori Algorithm is a frequent itemset mining algorithm. In this algorithm the frequent items are stored in a matrix called MFI (Matrix of Frequent Items) and the supports of the patterns are stored in a vector called STE. Initially the database is scanned in order to determine frequent items. These items are sorted in a descending support count and trimmed to those that are above the minimum support value to create the frequent items list as in Figure (IV.a). The sorted frequent items list is the basis for the order of columns of the MFI. Subsequently, in the second scan, MFI and STE are built as follows [2].
The first row of the MFI is left empty. This row will be updated later in the modification. Therefore, inserting rows to MFI begins after this empty row. For each new transaction in the database, a row of zeros and ones is inserted according to the following rule.

The row is constructed by using the order in the frequent items list. For each item in the list, either “1” or “0” is added to the column of the row if the transaction contains the item or not. If the transaction is already included in the MFI, then it is not stored again in a new row, but its STE is incremented by “1”.

After the construction of the matrix, it is modified in order to speed up the frequent itemset search. The first line of the MFI was left empty for this modification process. For each column, beginning from the first row, each cell value is set to the number of the row where the cell value is equal to “1” in the unmodified matrix. If there are not any values of “1” in the remaining rows of the unmodified matrix, the cell value is set to “1”. In Figure (IV.b), the construction and modification of the matrix are shown [2].

After the matrix construction, frequent itemsets are found as in (IV.c). Beginning from the item that has the least support count; the item is compared with the items found on its left in order to find frequent itemsets. Following that, their support counts are calculated. The support count of an itemset is found by sequentially adding the related rows of STE from top to bottom.

Matrix Apriori works without candidate generation, scans database only twice and uses Apriori Property. Also, the management of matrix is easy [2].

V. DYNAMIC MATRIX APRIORI ALGORITHM

In order to provide dynamic mining of frequent itemsets, the matrix is constructed by the minimum support value i.e. 1. That means all items are kept in the MFI without considering their frequencies. So that, flexibility for support change is enabled as well. So finding frequent itemsets with any support threshold is easy. Since all items are kept in the MFI, frequent itemsets can be calculated from the item that satisfies the minimum support when the support threshold is changed.

The database is scanned and the support counts of items are calculated. All items are arranged in a descending order of support counts without considering if the item’s support count is more than the minimum support or not. After that the MFI is constructed and then modified as in Matrix Apriori as in Fig(V.1.b).
When new transactions arrive or some transactions are to be deleted, the modified MFI is updated and named as ISnew as shown in fig(V.1.a). First, the new transaction is checked whether it is existed in the MFI or not. If it exists, its STE is incremented by “1”; if it does not exist, it is added to the MFI. Adding to the MFI is done by setting the cell value to the row number of transaction where the “1” value is stored in the MFI. When the item does not exist in the remaining transactions of the incremental database, the cell value is set to “1”. Finally, according to the change of the 1-itemset ordered list of items, the order of items in the MFI is changed as in Figure (V.2.c).

Figure V.1. Dynamic Matrix Apriori - Before Update.

When new transactions arrive to the database, additions are scanned and 1-itemset ordered list is updated (in Figure V.2.a). A new column is included to the MFI for the new item, F.

The MFI is searched whether the first transaction (CD) exists in the MFI or not. It does not exist in the MFI, so a new row is added to the MFI as the row number 5 and the MFI is updated as follows. Since the transaction contains C and D, the last MFI rows where these items have value “1” are found. For C, this is row number 3 and the cell value “1” is updated as “5”. For D, this is row number 2 and the cell value “1” is also updated as “5”. On row number 5 each item has value “1” for this transaction. For the following transaction, (C F), the procedure is repeated. This time value “1” of C on the row number 5 is updated as “6” and on row 6, the cell value “1” is set. F exists in this transaction for the first time. So the cell value of first row of F is set to “6” and the cell value of row number 6 is set to “1” (see Figure V.2.a and Figure V.2.b).

The columns of the MFI are rearranged according to the 1-itemset ordered list of items (see Figure V.2.c).

Figure V.2. Dynamic Matrix Apriori - After Update.

VI. CONCLUSION

Dynamic Matrix Apriori algorithm transformed the management of matrix into much easier way. It works without candidate generation, scans database only twice and uses Apriori Property. The need to scan the database each time is completely removed. The dynamic update problem of Apriori algorithm is removed. Dynamic Matrix Apriori algorithm definitely has evolved in a great way and definitely has a long way to grow.
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